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Conversational AI in Fiction
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Evolution of Conversational AI
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Future of CAIs

- Integration to 

many services

- Multimodal

- Multilingual

- Multi-turn

- Ubiquitous

AT&T MATCH 

Multimodal 


System, 2002

Launch of 

Apple Siri, 2011

Virtual Assistant 

platforms, 2017

The ELIZA 

chatbot, 1964

World Wide Web - 
largest knowledge 

base, 1989

The Dartmouth 

proposal, 1955

Turing Imitation 

Game, 1950



A Not-So-Far-Away Future
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“Hey PolyBot, could you order 
a pizza home for me. I will be 
back around 7.30. You know 

my preference, right?“

“Hey PolyBot, what is the 
status of my order? Could you 
tell PizzaHut that I’m going to 

be 30 minutes late?“

“[Notification] Your Margarita 
order has arrived. Please give 

a 1-5 star feedback on our 
delivery service.“



Conversational AI in 2018
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Conversational AI in 2018

• Virtual Assistants are currently used for simple tasks - the 
more complex (and useful) ones are implemented and 
supported by the platform providers themselves


• Third-party service providers are finding it hard to connect 
their services to existing virtual assistant platforms


• This major technical block stands in the way of virtual 
assistants becoming the next iPhone - they are waiting for 
their AppStore to come to life
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Current Industry Practice - Flowcharts
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The Happy Path Approach
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Goal
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• Set an alarm for 8.30am.

• Alarm at 8.30am, please.

• Wake me up in seven hours.

• Alarm next morning at 8.30.

• Wake me up at 8.30am.

• An alarm for half eight. 

• Turn on my 8.30 alarm.

• …



Simple Flowchart Tools = Simple Voice-Based Apps
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Top Alexa Skills are still simple single-turn commands



Conversational AI Approaches
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Pattern Matched-

based Chatbots

Retrieval Based 

Chatbots

Neural Generative

Chatbots

Rule-based 

Dialogue Systems POMDP-based 


Dialogue Systems
Neural Generative 

Dialogue Systems

# of Data Available

Unstructured

Structured



A Single-Direction Development?
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Expert	
System

Bayesian	
Methods

Deep	
Learning

Latent	
Variable	
Models

?

“Is new technology always better than what we have already had?”



A Collective Effort!
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Realization	of	
Conversational	

AI

Expert	
Systems

Bayesian	
Methods

Deep	
Learning

Latent	
Variable	
Models

3rd-Party	
Service	

Integration

Access	to	
Data

Realizing Conversational AI requires efforts from multiple 
parties:

• 3rd-Party Service Providers.

• Conversational UX/UI Developers.

• Machine Learning Scientists/Engineers.


Realizing Conversational AI also requires a hybrid of 
approaches to tackle different parts of the pipeline:

• Expert programmed algorithms to handle domain-

specific business logics.

• Different machine learning models to handle 

prediction and uncertainty estimation.

• Integration to 3rd-party services to provide 

meaningful applications.

• Access to data to learn from human interactions.




Outline

• Conversational AI Architecture


• Overview of Conversational AI Research


• End-to-End Chatbots


• Learning-based Goal-oriented Systems


• Data! Data! Data!


• Conclusion
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Conversational AI - Architecture
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Language 
Understanding

Dialogue 
Management

Response 
Generation

text

“Book me a cab to Russell Square“

inform(service=taxi, 

dest=Russell Square) 

request(depart_time) 

“When do you want to leave?”

Speech 
Recognition

Speech 
Synthesis

text

semantics

semantics

speech

speech

Third 

Party 

APIs
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End-to-End Chatbots



Sequence-to-Sequence Conversation Model
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• Ignore the structure of the problem. 


• A simple sequence-to-sequence 
model to learn a context-to-response 
mapping.


• Maximising a conditional probability 
p(response|context)


• Large model with huge data.


• Can learn to generate interesting 
responses.

Vinyals & Le, 2015



Hierarchical RNN for Dialogue

!23

Serban et al, 2016



Problems of the Approach

• Problems


• Generic, incoherent, and non-causal responses.


• The goal is to “response like a human being”, not very 
useful for business use cases.


• Lack of integration to knowledge base or 3rd party 
services.


• Evaluation is super subjective and difficult.


!24



An Improvement - Latent Topic Conversational Model
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• Combine topic and seq2seq models.


• Optimise as a Variational Autoencoder.


• Use the topic component to control 
meaning, while adopt seq2seq to produce 
grammatical responses.

Wen et al, 2018 (to be appear)

Prompt:  What is the purpose of existence?

LTCM:   To be able to see the world.


   To be able to see things.

   To make it better.



Case Study: Google Smart Reply

• Response selected from a whitelist.


• LSTM is used for sentence scoring:


• Following the Seq2Seq paradigm.


• Inference is done by:


• Organizing responses as a trie


• Beam search
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Kannan et al, 2016



Case Study: Google Smart Reply

• Encode response set (precomputed)


• Dot product (fast) between email and response vectors.


• Hierarchical quantization for search.
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Henderson et al, 2017

Conversion 
Rate (relative 
to Seq2Seq)

Speed 
(relative to 
Seq2Seq)

Seq2Seq + 
beam search 100% 1x

Dot Product + 
hierarchical 

search
104% 100x



Short Summary

• Generative Sequence-to-Sequence model is extremely hard to get 
it to work. 


• It struggled in generating diverse responses - but other methods 
have been proposed to address this problem.


• Generating the intended meaning while learning the semantic 
representation on the fly is still impossible.


• Runtime-wise, generative model is much slower than simple dot 
product retrieval-based model.


• Dot product model has been successfully deployed and shows a 
better result than generative models.
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Learning-based  
Goal-oriented Dialogue



Recap - Conversational AI Architecture
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Memory Network for Dialogue Modeling
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• Without using the structure of dialogue 
systems.


• Apply attention mechanism to search for 
relevant information in the context.


• Aggregate the current user query with the 
retrieved context to make predictions.


• Predictions include API calls and 
response selection from a candidate pool.


• Task success rate is only around 41.1% 
when trained on 2000 dialogues.

Bordes et al, ICLR 2017



Neural Dialogue Model
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What	can				I					help Can					I				have	 korean

Korean					0.7
British						0.2
French					0.1

…

Belief	Tracker

0		0		0			…			0		1

MySQL	query:
“Select	*	where	
food=Korean”

Database	Operator

Intent	Network

Can											I have				<v.food>	 			

Generation	Network

<v.name>	serves			great			<v.food>							.	

Policy	Network Copy	 field

…

Database

Seven	days
Curry	Prince
N
irala

Royal	Standard
Little	Seuol

DB	pointerxt

ut

bt

qt

Wen et al, EACL 2017

• Explicitly use the structure of dialogue 
systems.


• Adopt slot-value pairs and domain-
specific ontology in the development.


• A discrete access to database based on 
the parsed intent.


• Apply neural networks to predict intent 
and generate responses.


• Task success rate is around 92% when 
trained on only 400 dialogues.



Latent Intention Dialogue Model
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mt-1:				What	area	do	you	want?

ut:	 Places	in	the	north	area.

KB

Generator

LSTM	layer	

Vector

Sampled	intention

Sigmoid	gate

�� Multiplication

✚✚ Concatenation

Trainable	param.

Pre-trained	param.

Discrete	Operation

Interface

Policy	NetworkRepresentation	Construction

mt: Try	<v.name>,	a	good	one Wen et al, ICML 2017.



Latent Intention Dialogue Model
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mt-1:				What	area	do	you	want?

ut:	 Places	in	the	north	area.

KB mt: Try	<v.name>,	a	good	one

Generator

LSTM	layer	

Vector

Sampled	intention

Sigmoid	gate

�� Multiplication

✚✚ Concatenation

Trainable	param.

Pre-trained	param.

Discrete	Operation

Interface

Policy	NetworkRepresentation	Construction

Intent	
Modeling

Wen et al, ICML 2017.



Latent Intention Dialogue Model
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mt-1:				What	area	do	you	want?

ut:	 Places	in	the	north	area.

KB mt: Try	<v.name>,	a	good	one

Generator

LSTM	layer	

Vector

Sampled	intention

Sigmoid	gate

�� Multiplication

✚✚ Concatenation

Trainable	param.

Pre-trained	param.

Discrete	Operation

Interface

Policy	NetworkRepresentation	Construction

Belief	
Tracking

Wen et al, ICML 2017.



Latent Intention Dialogue Model

!36

mt-1:				What	area	do	you	want?

ut:	 Places	in	the	north	area.

Query	Q

KB mt: Try	<v.name>,	a	good	one

Generator

LSTM	layer	

Vector

Sampled	intention

Sigmoid	gate

�� Multiplication

✚✚ Concatenation

Trainable	param.

Pre-trained	param.

Discrete	Operation

Interface

Policy	NetworkRepresentation	Construction

Database
Accessing

Wen et al, ICML 2017.



Latent Intention Dialogue Model
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mt-1:				What	area	do	you	want?

ut:	 Places	in	the	north	area.

Query	Q

KB mt: Try	<v.name>,	a	good	one

Generator

LSTM	layer	

Vector

Sampled	intention

Sigmoid	gate

�� Multiplication

✚✚ Concatenation

Trainable	param.

Pre-trained	param.

Discrete	Operation

Interface

Policy	NetworkRepresentation	Construction

Intention	as	a	
distribution

st

Wen et al, ICML 2017.



Latent Intention Dialogue Model
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mt-1:				What	area	do	you	want?

ut:	 Places	in	the	north	area.

Query	Q

KB mt: Try	<v.name>,	a	good	one

Generator

LSTM	layer	

Vector

Sampled	intention

Sigmoid	gate

�� Multiplication

✚✚ Concatenation

Trainable	param.

Pre-trained	param.

Discrete	Operation

Interface

Policy	NetworkRepresentation	Construction

Sampling	as	
decision-making

st

Wen et al, ICML 2017.



Latent Intention Dialogue Model
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mt-1:				What	area	do	you	want?

ut:	 Places	in	the	north	area.

Query	Q

KB

��

mt: Try	<v.name>,	a	good	one

✚✚

Generator

LSTM	layer	

Vector

Sampled	intention

Sigmoid	gate

�� Multiplication

✚✚ Concatenation

Trainable	param.

Pre-trained	param.

Discrete	Operation

Interface

Policy	NetworkRepresentation	Construction

Response	
Generation

st



Latent Intention Dialogue Model
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mt-1:				What	area	do	you	want?

ut:	 Places	in	the	north	area.

Query	Q

KB

��

mt: Try	<v.name>,	a	good	one

✚✚

Generator

LSTM	layer	

Vector

Sampled	intention

Sigmoid	gate

�� Multiplication

✚✚ Concatenation

Trainable	param.

Pre-trained	param.

Discrete	Operation

Interface

Policy	NetworkRepresentation	Construction

st

Wen et al, ICML 2017.



Learning of LIDM

• Approximate the objective with a variational lowerbound:


• Follow the Variational Inference method.


• Latent Intention Dialogue Models, Wen et al, ICML 2017 
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• A high dialogue success rate: >91%.


• Comprehension and naturalness are both rated high >4/5

Human Evaluation



Sample Conversation
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Sample Conversation
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Sample Conversation
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The PolyAI Approach
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Goal

Core idea:  
Find similarities in  

context and response 
then summarise them!

Dialogue State



NNDIAL Toolkit
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Link:  
https://github.com/shawnwun/NNDIAL 

A toolkit for training neural 
network based dialogue models. 

Include both NDM, Attentive NDM, 
and LIDM implementations. 

Include a CamRest676 dialogue 
dataset.

https://github.com/shawnwun/NNDIAL


RNNLG Toolkit
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Link:  
https://github.com/shawnwun/RNNLG 

A toolkit for rendering text from a 
dialogue act representation. 

Include several RNN language 
generator implementation like 
Attention-based Encoder Decoder, 
SC-LSTM, H-LSTM … etc. 

Include datasets from four 
different application domains.

https://github.com/shawnwun/RNNLG


Short Summary

• Conversational AI is a collective effort of multiple parties and 
requires a mix of multiple methods. 


• Machine learning is 


• a perfect tool for understanding quries.


• an OK method for response selection/generation.


• but terrible for dialogue decision-making and database 
integration (the training data limitation).


• Practical but open-minded in choosing approaches is the way to 
build robust and truly useful conversational AIs of the future.
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Data! Data! Data!



The Importance of Data

• Data is the “core” of ML algorithms.


• One of the reasons why Deep Learning took over.


• Data should be the “core” of an ML company too.


• You should own your data.


• You should have a way to generate your data.


• You should have a way to label your data.
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The Importance of Data
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1980 1987 1994 2001 2008 2015

Hidden Markov 
Model (1984)

Wall Street  
Journal Corpus  

(1991)

Human-Level Clean  
Speech ASR (1994)

Human-level Control on  
Atari Games (2015)

Arcade Learning 
Environment  

Dataset (2013)

Q-Learning  
(1992)

Convolution  
Network (1989)

ImageNet  
Corpus (2010)

GoogLeNet at human-level  
performance (2014)Good Data 


Available

AI Breakthrough

AI Algorithm

< 3 yrs

~18 yrs

Reference: http://www.spacemachine.net/views/2016/3/datasets-over-algorithms

http://www.spacemachine.net/views/2016/3/datasets-over-algorithms


The Importance of Data

• Conversational data is hard to get.


• Reddit has a large volume of conversational data.


• For chit-chat dialogue development.


• But how do we get domain specific datasets?


• A pizza delivery agent?


• A taxi booking bot?


• COLLECT YOUR OWN DATA!
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Example: WOZ Data Collection
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Wen et al, 2017



Example: M2M Data Collection
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Shah et al, 2018



Short Summary

• Data is the lifeblood of machine learning algorithms.


• Historically, AI breakthroughs tend to correlate more to the 
datasets available in that area, rather than algorithms. 


• In-domain conversational data is hard to get. Therefore, 
finding a way to collect/generate data is critical.


• PolyAI is building an in-house data collection platform to 
support client’s business need.
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Conclusion



Conclusion
• The dream of “talking to machine” is happening.


• It is the matter how, not when.


• Existing tools do not provide the right kind of abstractions.


• And there are so much to learn from the research community.


• A collective efforts are required to realize it


• Across different industries.


• Across multiple roles.


• And multiple approaches.
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Q & A
Interested in partnership or working at PolyAI?


Send email to: contact@poly-ai.com

mailto:contact@poly-ai.com

