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- Part |: NLG Overview

® Basic concepts and techniques in DL for NLG
® Recent progress of DL in NLG-related topics



NLG 101
T I

® Mapping MR(meaning representation) -> NL
® inform(name=Seven_Days, food=Chinese)
® Seven Days is a nice Chinese restaurant.

® Evaluation
® Automatic metrics such as BLEU [Papineni et al, 2002]

Correlation Adequacy Fluency

BLEU 0.388 -0.492 [Stent et al, 2005]

® Human Evaluation



Template-based NLG
e

® Define a set of rules to map MR to NL
® Pros: simple, error-free, easy to control
® Cons: time consuming, scalability

e N
confirm() “Please tell me more about the product your are looking for.”
confirm(area=SV) “Do you want somewhere in the SV?”

confirm(food=SV) “Do you want a SV restaurant?”

confirm(food=SV,area=SW) “Do you want a SV restaurant in the SW.”




Trainable Generator [Walker et al 2002]

® Divide the problem into pipeline

Sentence Sentence
Plan Plan
Generator Reranker

Inform(

name=Z_House,

i

price=cheap
)
7 N7

Surface
Realiser

v

£y

Z House is a
cheap restaurant.

® Focus on applying ML to sentence plan reranker.



Follow-up works
I 1

® Statistical sentence plan generator [Stent et al
2009]

® Statistical surface realisers [Dethlefs et al 2013,
Cuayahuitl et al 2014, ...]

® Learn from unaligned data [Dusek and Jurcicek
2015]

® Pros: can model complex linguistic structures

® Cons: heavily engineered, require domain knowledge



Sequential NLG models
T2

® Class-based LM [Oh and Rudnicky, 2000]
® Class-based Language Modeling

P(Wlu) = H P(w|wg, wy, ...wi_1,0)
t

® Decoding
W* = argmax P(W |u)
w

O)

Pros: easy to implement/understand, simple rules

O)

Cons: computationally inefficient



Sequential NLG models
s

® Phrase-based NLG using DBN [Mairesse et al, 2010]

Charlie Chan is a Chinese  Restaurant near Cineworld in the centre

Phrase
DBN
Semantic
DBN

Charlie Chan Chinese | restaurant Cineworld centre
name food type near area
inform inform inform inform inform

Inform(type=restaurant, name=Charlie Chan,
food=chinese, near=Cineworld, area=centre)



Sequential NLG models
T

® Phrase-based NLG using DBN [Mairesse et al, 2010]

Pros: efficient, good performance

Cons: require semantic alignments

Tt St hi Lt

<s> START START START

The Rice Boat | inform(name(X)) X inform(name)
isa inform inform EMPTY
restaurant inform(type(restaurant)) restaurant inform(type)
in the inform(area) area inform
riverside inform(area(riverside)) riverside  inform(area)
area inform(area) area inform

that inform inform EMPTY

serves inform(food) food inform
French inform(food(French)) French inform(food)
food inform(food) food inform

</s> END END END




Q&A
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Neural Networks



NN basics

® Artificial Neuron
hi = O'(zj Wi Xj + bl)

Activation \%input

output .
function parameter

® Loss function
L(O) = —-yTlogp
® Back-propagation

oL 3 aL dpy. dh,
aa)ij B kapk ah, aa)ij

> Deep

Hidden

tanh or

sigmoid softmax



NN basics
| 13|

® Gradient descent
oL

ﬁa)ij

, — —

> Deep

Hidden

tanh or

sigmoid softmax
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3 reasons why DL for NLP/NLG

* Generalisation
* Context Modeling
e Control



N-gram Language Modeling

® How likely is a sentence?
® N-gram LM

T T
p(xq, X3, o, X7) = Hp(xt|x1, X)) R Hp(xtpct_n, e Xio1)
t=1 t=1

O)

Markovian assumption

® Collect statistics from a large corpus:
count (X¢_pn, « X¢e—1, Xt)
count(Xe_n, o Xe—1)

p(xt E— xt—l) =



N-gram Language Modeling
6

® The data sparsity problem

® VocabsizeV camel -2.0014
camel is -2.5426

camel is like -3.4456

® Possible n-grams |V|"

® Ways to mitigate:

® Smoothing, backoff alpaca n/a
. . . alpaca is n/a
® But still, lack of generalisation oaen
pacaisa n/a
[lama n/a
an llama n/a

anllamaruns | n/a




Curse of Dimensionality

1-D: 42% of data captured. 2-D: 14% of data captured.,
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Conquer the Curse of Dimensionality - NNLM
8

® Neural Net LM cat, dog, is, -
® 1-of-V encoding for each word x:-« x
® Distributed word representation

— WT
Xe—kp = Wixe_g

® Nonlinear hidden layer %\
ht —_ tanh(UT [Xt—l; Xt—92, ...Xt_n] + b)

® Softmax output
p, = softmax(V"'h, + c)

[Bengio et al 2001]



Distributed Word Representation
o

® NNLM generalises to unseen/rare n-grams/words
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Context Modeling - RNNLM
o 4

® Non Markovian assumption cat, dog, is, ...

© RNNLM A

O]
O]

O)

O)

1-of-V encoding for each word xt

Recurrent transition function
h, = tanh(W'x; + UTh,_; + b)
Softmax output

p, = softmax(V'h, + ¢)

[Mikolov et al 2010]

Read, update, predict!
Can model dependency of arbitrary length



RNN Optimisation & Vanishing Gradient
2y

h, = tanh(WTxt +UTh,_, + b) Cost Eo E1 E2 Es
b, = softmax(V'h, +c) o ? ? W
E; = —y; logio Ps
3 Hidden h<—h<_h<_>h S
OEs _ 0E; 0ps dh; dhy layer o> >| hz 3
OW ~ £ 0p, 0h; ohy OW l l l
3 3 Input
_ 0E3 dps ( oh, )6hk layer
e dps Oh; Tk oh;_;” OW
M _yr.g ' Jacobian lgnore proof here.
h_, = U  -diag(tanh '(m;)) - Matrix

U] - ||diag(tanh’(m;))|| < 1

e Ty. Th.
m; =W'x; +U'h;; +b Vanishing gradient !

[Pascanu et al,2013]



Learning Long-term Dependency - LSTM
2

® Sigmoid gates
i, = (WX, + Wpihe_p)
f, = (W, X, + Wyrh,_)
0, = 0(WyyoX; + Wyohy_p)

® Proposed cell value

¢, = tanh(W,,.x; + Wy, h,_,) [Hochreiter and Schmidhuber, 1997]

® Update cell and hidden layer
c. = f,0c_; +1:0¢,

ht — 0t® tanh(ct)



Learning Long-term Dependency - LSTM
E

® How does it prevent vanishing gradient?

® Consider memory cell update
C,=1,0C +£0C,

® We can back-prop the gradient by chain rule

3Et L 8Et BC’t aEt

9C,_. 0C,0C,, a_ctft

® If ft maintains a value of 1, gradient is perfectly
propagated.



RNNLM Text Generation [Sutskever et al 2011]
e

® The meaning of life is ...

® The meaning of life is the tradition of the ancient human
reproduction: it is less favorable to the good boy for when to
remove her bigger. In the show’s agreement unanimously
resurfaced. The wild pasteured with consistent street forests
were incorporated by the 15th century BE. In 1996 the
primary rapford undergoes an effort that the reserve
conditioning, written into Jewish cities, sleepers to
incorporate the .St Eurasia that activates the population.
Mar??a Nationale, Kelli, Zedlat-Dukastoe, Florendon, Ptu’s
thought is. To adapt in most parts of North America, the
dynamic fairy Dan please believes, the free speech are much
related to the




RNN handwriting synthesis [Graves, 2013]
s
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RNN handwriting synthesis [Graves, 2013]
%

® Can we gain control on generated content?

e cff moubiO’V\Ot/Q, Emﬁﬁﬂli/mme
Mt Of hab'ona) /temlaem/w/m‘

mare ¢ national ﬁmperfam@nt

wie ol mabupied Lol

moie. o nabad fornpesgmont

mo(e CD} Mc/\_|_\'9mw{\\”¢m0”9r0!WM%



Q&A
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The 37 Reason: Control!



Integrating across modalities — Conditional RNN

Eat serves British . </s>
A A A A A
> > > >

I

</s> Eat serves British



Integrating across modalities — Conditional RNN
JEEC 2 1

® Text-to-Text
® Sequence-to-Sequence Learning [Sutskever et al, 2014]
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® Grammar as a foreign language [Vinyals et al, 2015]
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Integrating across modalities — Conditional RNN

©® Text-to-Text
® Chinese Poetry Generation [Zhang and Lapata, 2014]

o
43 1-of-N encoding of
w;=(0,...,1,...,0) |

RGM

(@ ®© @) P(Wjy1wi:j,81:)
C3,3
L. e O ©o .J
C2,2
(@ © © © o o)
C1,2

(e © © © © o o)
{f&ﬁf&#ﬁ&ﬁﬁm}

Far off I watch the waterfall plunge to the
long river.




Integrating across modalities — Conditional RNN
JEREZ 2 1

® Text-to-Image [Graves, 2013]
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Integrating across modalities — Conditional RNN
FEREEIE 1

® Image-to-Text
® Image caption generation [Karpathy and Li, 2015]

“straw” “hat” END

man in black shirt is playing guitar. construction worker in orange safety
vest is working on road.

START “Straw" “hat"

two young girls are playing with lego boy is doing backflip on wakeboard.
toy.



Short Conclusion
EN

® | haven’t talked about “Deep Learning for NLG” yet.

® But you know at least why DL is cool for NLP now.
® Distributed representation — Generalisation

® Recurrent connection — Long-term Dependency
® Conditional RNN — Flexibility/Creativity



Q&A



- Part II: NLG models

® Gating-based NLG models
® Attention-based NLG models



Conditional RNNLM

® Generation conditions on MR
® Represent MR?

2

Eat serves British . </s>

I 1 f I {

I

</s> Eat serves British



RNN Language Generator

EX
Inform(name=EAT, food=British) dialog act 1-hot
representation
( 0,0,1,00,..,1,0,0,..1,0,0,0,0,0... ]:I
SLOT_NAME serves SLOT_FOOD . </s>
> > > >
Ij </s> SLOT_NAME serves SLOT_FOOD
</s> EAT serves British

delexicalisation (Wen et al, 2015a)
Weight tying



Handling Semantic Repetition
oo

® Empirically, semantic repetition is observed.
® EAT is a great british restaurant that serves british.

® EAT is a child friendly restaurant in the cheap price
range. They also allow kids.

® Deficiency in either model or decoding (or both)

® Mitigation
® Post-processing rules [Oh & Rudnicky, 2000]
® Gating mechanism [Wen et al, 2015a & 2015b]
® Attention [Mei et al, 2016;Wen et al, 2015c]



Learning to Control Gates [Wen et al, 2015b]
40

® Recap LSTM gates: X, h,,
©® i, =0(W,;x; + Wy;h;_;)
® xt:current input word embedding.
® ht-1: sequence embedding up to t-1.
®

Learn to decide whether the gates should :
open/close based on generation history. @

® Can we do the same for learning the
gate of semantics (a.k.a. alignments).



SC-LSTM [Wen et al, 2015b]

® Original LSTM cell

ir = o(Wy;x; + Wp;he_;)

fo = o(Wyrx¢ + Wirhe o)
0; = o(WyoX; + Wyoh_q) ht\l
¢, = tanh(Wy,.x; + Wy ch,_;) Xt i)
¢ = f,0c,_1 + i, OC,
h ot h( ) LSTM cell
=0 ann(c
t t t DA cell
dt—l dt
® DA cell >
r; = o(Wy,r X + Wy hi ) f}\
dt - l‘tG)dt_l do
Xe  |hes
H OI OI 1I 0I OI Ry 1I OI OI Ay 1[ OI OI b ] dialog aCt 1-hot
@ MOdIfy Ct Ii)(lnform(name=5even_Days, representation

¢ = f,Oc,_; + i OF, + tanh(Wyd,) e



Visualization [Wen et al, 2015b]
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Cost function [Wen et al, 2015b]

® Cost function

L£(8) = —2 y{ log p,
t

+ ||d7||
4 Z?:_ol n€|\dt+1—dt\|

LSTM cell Sa
. . DA cell
® 1stterm: Log-likelihood <. A N
® 2" term: make sure %
rendering all the d m

0,0,10,0,.,10,0,.,1,0,0,.. ) dialog act1-hot

information needed
Inform(name=Seven_Days, representation

® 3" term: close only one oo
gate at each time step.



Results [Wen et al, 2015b]

BLEU ERR
0.84 6.0%
5.0% -
0.80
4.0% -
0.76 3.0% -
2.0% -
072 -
1.0% -
0.68 - 0.0% - . -

classim h-lstm sc-Istm classim h-Istm sc-Istm

Method Informativeness Naturalness

sc-Istm 2.59 2.50
h-Istm 2.53 2427
classlm 2.46™ 2.45

"p <0.05" p<0.005
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Attention Mechanism?



Attentive Caption Generation [Xu et al, 2015]

A stop sign is on a road with a
mountain in the background.

A little girl sitting on a bed with A group of EeoEIe sitting on a boat A giraffe standing in a forest with
a teddy bear. in the water. trees in the background.



Attention Mechanism in Neural Networks
Kl

® A general form of differentiable attention:

® Given sources s (usually in vector form), determine a
distribution p(s|0) based on network parameter 06
and take the expectation over sources: g = Zp(s|0) s

® Benefits:
® Differentiable everywhere (back-prop).
® Selective focus on part of data that is important.
® Create short path for gradient flow.



Content-based Attention
KN

® At every generation step t [Bahdanau et al,2013]
Yei1 W

® Score source hj by
e;; =v'tanh(W-s,_; + U-h;)

a¢j = softmax(e;;)

® Take an expectation over sources

o e s e
C: = z At h]
j hl h2 h3 < hT

® Everything is differentiable. Back-prop end-to-end!



Neural MT [Bahdanau et al,2013]
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Attentive Encoder-Decoder for NLG
s }

® Slot & value embedding [Wen et al,2015c]
Lexicalisation
Z; — S; + V; serves rea ritish foo
' ' ’ |i>nan:E:_TVALUE sssss ggreatt :L;TfFfOO(Ij)

® Attentive MR representation

e, — VT tanh(Whmht_l + Wzmzi)

a;; = softmax(e;)

d, = a®d Z Ui Z;

I: inform name=VALUE food=VALUE
inform name=EAT food=British
Delexicalisation

® Modified based on Mei et al, 2016.
® Related work: Dusek and Jurcicek 2016



Attention heat map [Mei et al 2016]
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Record details:

id-0: temperature(time=06-21, min=52, mean=63, max=71); id-2: windSpeed(time=06-21, min=8, mean=17, max=2 3);
id-3: windDir(time=06-21, mode=SSE); id-4: gust(time=06-21, min=0, mean=10, max=30);

id-5: skyCover(time=6-21, mode=50-75); id-10: precipChance(time=06-21, min=19, mean=32, max=73);

id-15: thunderChance(time=13-21, mode=SChc)

Figure 3: An example generation for a set of records from WEATHERGOV.




Model Comparison
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RNNLG

A Benchmark Toolkit for Deep NLG



RNNLG — Benchmark toolkit for Deep NLG
s

O This repository Pull requests Issues Gist A +- ﬁ -
shawnwun / RNNLG @© Unwatch~ 1 % Star 0 YFork 0
<> Code Issues 0 Pull requests 0 Wiki Pulse Graphs Settings

Branch: master v RNNLG / README.md Find file  Copy path
ﬁ shawnwun Update README.md 98d4dc3 a day ago

1 contributor

210 lines (169 sloc) 7.58 KB Raw Blame History D & W

RNNLG

RNNLG is an open source benchmark toolkit for Natural Language Generation (NLG) in spoken dialogue system
application domains. It is released by Tsung-Hsien (Shawn) Wen from Cambridge Dialogue Systems Group under
Apache License 2.0.

Requirement

You need to have the following package to run the program:

* Theano 0.8.2 and accompanying packages such as numpy, scipy ...
* NLTK 3.0.0



RNNLG — Benchmark toolkit for Deep NLG
s

® Summary
® Implementation: Python 2.7, Theano 0.8.2, NLTK 3.0.0
® 4 benchmark datasets, 6 counterfeited datasets.
® 6 baseline models, 2 training/decoding strategies.

® Including works in the following publications:

v' Stochastic Language Generation in Dialogue using Recurrent Neural Networks
with Convolutional Sentence Reranking, Wen et al, SigDial 2015a.

v' Semantically Conditioned LSTM-based Natural Language Generation for Spoken
Dialogue Systems, Wen et al, EMNLP 2015b.

v Toward Multi-domain Language Generation using Recurrent Neural Networks,
Wen et al, NIPS workshop on ML for SLU & Interaction 2015c.

v Multi-domain Neural Network Language Generation for Spoken Dialogue
Systems, Wen et al, NAACL 2016a.



Simple Tutorial
os6

® Download code at

® Make sure you have
® Theano 0.8.2, NLTK 3.0.0, python 2.7

® Testing Baselines:

python main.py -config config/ngram.cfg -mode ngram
python main.py -config config/knn.cfg -mode knn

® Training SC-LSTM:

python main.py -config config/sclstm.cfg -mode train

python main.py -config config/sclstm.cfg -mode test



Part Ill: N2N Dialogue Modeling

® Neural Dialogue Models
® latent Intention Dialogue Models



Traditional Dialogue Systems

® Step-by-step query processing

Language

Dialogue act

Understanding l

Dialogue
Manager

text
a Speegh
Recognition
Speech <
Synthesis
text

Language
Generation

&—

Dialogue act

Dialogue System




Neural Dialogue Systems
| 59

® How about integrating the whole thing?

text

l' ‘1' N

: Speef:h ()

Recognition
KB
N
N
Speech ” Web

Synthesis ~

text
Neural Dialogue System




A Neural Conversational Model

® Seq2Seq

Y

Y
4

Y

[Vinyals and Le, 2015]

> —>

1

O—>
—>
X—> =<

y
A
\4

A

Context
(Previous Sentences)

Human: what do you think about tesla ?
Machine: ke ’s a good conductor .

Human: what do you think about bill gates ?
Machine: &e s a good man .

Human: What do you think about messi ?
Machine: he s a great player .

Human: what do you think about cleopatra ?
Machine: oh, she s very regal .

Human: what do you think about england dur-
ing the reign of elizabeth ?

Machine: it was a great place .

Reply

Human: what is the purpose of life ?

Machine: fo serve the greater good .

Human: what is the purpose of living ?
Machine: o live forever .

Human: what is the purpose of existence ?
Machine: ‘o find out what happens when we get
fo the planet earth .

Human: where are you now ?

Machine: i 'm in the middle of nowhere .
Human: what is the purpose of dying ?
Machine: to have a life .

Human: what is the purpose of being intelligent
?

Machine: ‘o find out what it is .

Human: what is the purpose of emotions ?
Machine: i don 't know .



Hierarchical RNN for Dialogue [Serban et al,2016]

what ' s wrong ? </s>

w21 ... w2 N,

prediction

decoder
initial hidden state

context
hidden state

i feel like i ' m going to pass out . </s>

w3, 1 ... W3, N3

encoder
hidden state

—+g—=%

@0 o

w1 “ .. Wy N,

utterance
representation

mom , i don ' t feel so good </s>

utterance
representation

what ' s wrong ? </s>

Usz: what ’ s the matter , honey ?

Reference (U1, U2) MAP Target (Us)
Ui: yeah, okay . 1’ 11 see you tomorrow . yeah .

Usz: well , i guess i’ 1l be going now .

U;: oh. <continued_utterance> oh . idon’ t know . oh.

Us:it’ s the cheapest .
Usz: then it ’ s the worst kind ?

no,it’ snot.

they ’ re all good , sir .

U;: <person> ! what are you doing ?
Usz: shutup ! ¢’ mon .

what are you doing here ?

what are you that crazy ?




Other Works
2

® Neural Responding Machine [Shang et al, 2015]
® Diversity-Promoting Decoding [Li et al, 2016a]
® Persona Modeling [Li et al, 2016b]

® Issues:

® Generic, incoherent, non-causal responses
Cannot achieve goal (no goal)
Does NOT ground conversation on knowledge.
Evaluation

© © 06

® Chatbot/Open domain dialogue with grounding is a
FALSE proposition.
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Neural Dialogue Model

A Knowledge-Grounded Neural Conversational Model



Neural Dialogue Model
ey

Little Seoul serves great Korean
Can I have Korean
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Neural Dialogue Model
e 5

<v.name> serves great <v.food>
Can | have <v.food>

Delexicalisation
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Neural Dialogue Model

Intent Network E' Generation Network

i <v.name> serves great <v.food>

Can | have <v.food>
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Neural Dialogue Model

Intent Network E' Generation Network

1 <v.name> serves great <v.food>
Can | have <v.food>

Belief Tracker korean 0.7

British 0.2 Q\

French 0.1
Belief

Tracking

R
Q%SQ Q Q%%% .

Whatcan I help Can I have korean
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Neural Dialogue Model

1
Intent Network :' Generation Network

1 <v.name> serves great <v.food>
Can | have <v.food> 1"

1

1

Database

Accessing

; 1

i Belief Tracker korean 0.7 - xt DBpomterﬂ !

: B Q\ .............................. :: E
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Task: CamRest676 dataset

2
® Cambridge restaurant dialogue domain.
® In-domain human-human conversation.

® Users can look for restaurant with particular food
type, price range, and area, and ask for phone
number, address and postcode.

® |nCIUding coarse Slot_ Hi, | want a cheap Korean restaurant.

What area are you looking for ?

value labels per turn.

Somewhere in the north.

Food Korean

® Eva I ua 'l__| on: Little Seoul is nice one in the north. Price  Cheap

Area North
What is the phone number?

® *Dialogue success
® BLEU

Its phone number is 01223456789.

Thank you very much, good bye.

Thank you for using the system.



Data Statistics
s

® Ontology:
® Cambridge restaurant domain, 99 venues.
® 3informable slots: area, price range, food type
® 3 requestable slots: address, phone, postcode

©® Dataset
® 676 dialogues, ~2750 turns
® 3000 HITS, takes 3 days, costs ~400 USD
® Data cleaning takes 2-3 days for one person



Response Generation Task
JEEZ

______ WModel | Match (%) BLEV

Seq2Seq [Sutskever et al, 2014] 0.1718
HRED [Serban et al, 2015] - - 0.1861
Our full model 86.34 75.16 0.2313

Our full model + attention 90.88 80.02 0.2388



Human evaluation
EE

Quality assessment System Comparison

Metric N2N Metric N2N Modular  Tie

Success 98 % Subj. Success 96.95%  95.12% -

Comprehension  4.11 Avg. # of Turn 3.95 4.54 -

Naturalness 4.05 Comparisons(%)

: , Naturalness 46.95" 25.61 27.44

# of dialogues: 245 Comprehension  45.12° 2195  32.93
Preference 50.00" 24.39 25.61
Performance 43.90°  25.61 3049

*p <0.005, # of comparisons: 164



Example dialogues
o6

Human : Restaurant in any area that serves Vietn
Machine : thanh binh serves vietnamese food type ,is there anything else i can help you with ?

Human : What 1s the phone number and post code
Machine : the number is 01223 362456 and the area code is c.b 3, 0 a.f .|is there anything else i can do for you ?
Human : Good bye

Machine :|thank you for using the cambridge restaurant system .

Human : Hi, I'm hungry for some Indonesian food

Machine :1iam sorry , there are no indonesian restaurants | would you like a different food ?

Human : Oh no. How about Indian?

Machine : there are 9 restaurants serving indian types of food . |do you have a preference on side of town ?

Human : East side please

Machine : sitar tandoori is a indian restaurant in the east side of town | would you like their information ?

Human : Yes, the address and phone number please

Machine : sitar tandoori is located at 43 high street cherry hinton cherry hinton and their phone number is 01223 249955 .
Human : Okay, thank you

Machine : thank you, goodbye .




Example dialogues

o ...

Human : hello

Machine : what cuisine would you like ?

Human : afghan

Machine :1am sorry, there are no afghan restaurants . would you like something else ?
Human : korean

Machine : little seoul serves korean food , it is located at 108 regent street city centre .
Human : 1 1t expensive?

Machine : little seoul serves korean food and is in the expensive price range .

Human : what area is that

Machine : little seoul is located in the centre area of town . would you like their number ?
Human . yes

Machine : the telephone number is 01223 308681 . is there anything else 1 can help you with today ?
Human : no goodbye

Machine : thank you for using the cambridge restaurant system , goodbye .
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Short Conclusion
e |

® Benefits of DL in complex NLP systems
® Distributed representation — “AGAIN” Generalisation
® Recurrent connection — Learning “RAW” inputs
® Conditional RNN - “MULTIMODAL” sources

® DL allows us to build complex NLP learning systems
like never before.

® Itis impractical to learn EVERYTHING from scratch
® Figure out what should be (shouldn’t) learned.



Q&A
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Latent Intention Dialogue Models

Inferring interpretable intentions w/ latent variable models!



Motivation — Intention Variation

® Query: What do you do?
® Valid responses for a SWE:

® I’m a programmer. —
® | build features for Gmail.

® Do you want to make a guess? N

® [don’t want to tell you.

® You can ask Sophie. ~

® Intention is a probability distribution!
® Sampling as the decision-making!



Motivation — An Unified Learning Framework
83 |

® Discrete latent variable as a latent POLICY!
® I’m a programmer. M+l

® [ build features for Gmail.

® Do you want to make a guess? ~ !
® [ don’t want to tell you.
® You can ask Sophie. ~s -1

® Discrete latent variable as an interface for RL.

® Decompose learning of language and decision-
making, but still, learn in an end-to-end fashion!

® An unified framework for SL, RL, and UL!



Variational Autoencoder (VAE)

EN
Z ~ pe(Z)
<> Deterministic node
O (1)
Stochastic node Do (y|z)
z ~ qg(2|y)

Inference time




Variational Autoencoder (VAE)




VAE for Summarisation

Encoder Compressor

Figure 1: Auto-encoding Sentence Compression Model

Miao and Blunsom, 2016



Dialogue as a Conditional VAE

/ state
<> Deterministic node

O Stochastic node
4 (2|7, ) aenen
¢ ’ / response
W) A~

Do
<\> ......... . ><> Inference time

z ~ gy (2], )

log po(y|x) = log Y _pa(y|z)ps(z|z)

> IE‘:'q(,5(,z|:c,y) [1ng9(y|2)] - DKL(Q¢(Z|£B,y)||p9(Z|ZE))
= £(6,9)



Latent Intention Dialogue Models
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Latent Intention Dialogue Models

Representation Construction Policy Network
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Latent Intention Dialogue Models
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Latent Intention Dialogue Models
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Latent Intention Dialogue Models
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---------------------------------------------------------------------------------------------------------------------------------------

Representatlon Construction

o mt-1: What area do you want?

I B B o H o B

Ir\mm@,

OO00F [©

bl JTOOO
Xt

O

[]

<> Sampled intention

@ Sigmoid gate

Sampling as

decision-making

. Pre-trained param.

Generator

ii mt: Try<v.name>, a good one

4
% Zt(n) ~ Tlg (Zt|St)

<—- Discrete Operation

Vector

LSTM layer

Multiplication
Concatenation

Trainable param.

Interface

/




Latent Intention Dialogue Models

---------------------------------------------------------------------------------------------------------------------------------------

Representatlon Construction Policy Network

o mt-1: What area do you want?

Vector

LSTM layer

O
[]
<> Sampled intention
%,
O

Sigmoid gate

Ir\mm@,

Q QQ Q

Multiplication

@ Concatenation
[ 1

Trainable param.

<« Pre-trained param.
i de Generator n
bt—l ——AA bt H
................................. > OOO | Response
x | Generation |
Query Q OO : i




Latent Intention Dialogue Models
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Reinforcement Learning
oo

® Policy gradient based RL can be directly applied:

1 Z (m Ilog 7o (7" |5,
0

a—e'N

® A simple corpus-based RL setting is applied,

® Swap each ground truth with a model candidate mt
® Receive reward rt as defined below,

4
1 m; improves

=1 -sBLEU(m¢, M) + ¢ —1 m, degrades

0 otherwise
\

® Update model parameters




Corpus-based Result
7

B Success N BLEU 1.000

Ground Truth

NDM NDM+Att NDM+Att+SS LIDM LIDM+RL



Human Evaluation
EXNE

Metrics NDM LIDM LIDM+RL
Success 91.5% 92.0% 93.0%
Comprehension  4.21 4.40" 4.40
Naturalness 4.08 4.29" 4.28"

# of Turns 4.45 4.54 4.29
*p <0.05

® Subjectively, LIDM performs indistinguishably from
the others -> discrepancy due to a biased preference
toward greedy policy in corpus-based evaluation.

® LIDMs can produce more natural dialogues than
NDM.



An Example Dialogue of LIDM
o J

Human: Hi, I'm hungry for some Indonesian

Machine: (0 0.71) iam sorry, there are no indonesian restaurants in the area . would you like something else ?
(46 0.19) there are no restaurants serving indonesian kind of food .
(34 0.07) what location would you like ?

Human: Oh no. How about Indian?
Machine: (0 0.59) there are 9 restaurants in the east side of town . would you like their address ?

(30 0.15) curry prince serves indian cuisine .
(34 0.10) what area would you like ?

Human:  East side please

Machine: (0 0.62) curry prince is a indian restaurant in the east side of town . would you like their telephone number ?
(84 0.19) curry prince is an indian restaurant in the east of town and the number is 01223 566388 .
(81 0.08) curry prince serves indian type of cuisine and is located in the east part of town .

Human: yes, the address and phone number please
Machine: (3 0.46) the address is 451 newmarket road fen ditton and the phone is 01223 566388 .

(11 0.16) the address for curry prince is 451 newmarket road fen ditton and the phone number is 01223 566388 .
(0 0.15) curry prince is located at 451 newmarket road fen ditton and their phone is 01223 566388 . is there

anything else i can help you with ?

Human:  Okay, thank you goodbye
Machine: (0 0.57) thank you, goodbye .
(2 0.13) goodbye .

(1 0.11) you are welcome . goodbye .
(6 0.10) thank you for using the cambridge restaurant system . goodbye .

Table 4. A sample dialogue from the LIDM, I=100 model, one exchange per block. Each latent intention is shown by a tuple (index,
probability), followed by a decoded response. The sample dialogue was produced by following the responses highlighted in bold.



Example Dialogues of LIDM+RL
I

Human :

Machine:

Hi, I’'m hungry for some Indonesian .

(0 0.61) iam sorry, there are no indonesian restaurants in the area . would you like something else ?
(46 0.17) no restaurants in the part of town .

(34 0.14) what part of town would you like ?

Oh no. How about Indian?
(93 0.51) the gandhi is located at 72 regent street city centre and their telephone number is 01223 353942 .

(72 0.21) the gandhi serves indian kind of food and is in the centre of town and is in the cheap price range .
(12 0.12) the gandhi is a indian restaurant in the centre location and is in the cheap price range .

Human :

Machine:

Human :

Machine:

Human :

Machine:

Okay, thank you goodbye

(6 0.28) thank you for using the cambridge restaurant system . goodbye .
(1 0.24) you are welcome . goodbye .

(85 0.19) is there anything else i can help you with ?

hey can i have some chinese cruisine in the centre ? and a cheap one please
(15 0.42) golden house is located at 12 lensfield road city centre and their number is 01842 753771 .

(5 0.38) golden house is located at 12 lensfield road city centre and the number is 01842 753771 . is there ...
(93 0.10) golden house is located at 12 lensfield road city centre and their phone is 01842 753771 .

that is all

(6 0.57) thank you for using the cambridge restaurant system . goodbye .
(1 0.20) you are welcome . goodbye .

(17 0.11) have a nice day !

Table 5. Two sample dialogues from the LIDM+RL, I=100 model, one exchange per block. Comparing to Table 4, the RL agent
demonstrates a much greedier behavior toward task success. This can be seen in block 2 & block 4 in which the agent provides the
address and phone number even before the user asks.



NNDIAL

A Toolkit for Goal-Oriented Neural Dialogue Models
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NNDIAL — A Tool for Neural Dialogue Models

O This repository Pull requests Issues Marketplace Gist

El shawnwun / NNDIAL @ Unwatch~v 5 ¥ Star | 3 YFork O
<> Code Issues 0 Pull requests 0 Projects 0 Wiki Settings Insights ~

NNDial is an open source toolkit for building end-to-end trainable task-oriented dialogue models. It is released by Edit

Tsung-Hsien (Shawn) Wen from Cambridge Dialogue Systems Group under Apache License 2.0.

machine-learning dialogue-systems dialogue-generation dialogues dialogue dialogue-agents dialogue-manager machine-learning-library

natural-language-processing natural-language-generation Manage topics
D 10 commits ¥ 1 branch © O releases 42 1 contributor

Branch: master v New pull request Create new file = Upload files  Find file Clone or download ~
ﬁ shawnwun Merge branch 'master’ of https://github.com/shawnwun/NNDIAL Latest commit 740f6d3 a day ago
B api 1st version for release a day ago
B config 1st version for release a day ago
i data 1st version for release a day ago
i db 1st version for release a day ago
B emb 1st version for release a day ago
B loader 1st version for release a day ago

O



NNDIAL — A Tool for Neural Dialogue Models

L

® Summary

® Implementation: Python 2.7, Theano 0.8.2,
NLTK 3.0.0

® Including CamRest676 WoZ dataset
® 2 Models: NDM (w/ attention) and LIDM

® Including works in the following
publications:

v A Network-based End-to-End Trainable Task-oriented Dialogue
System, Wen et al, EACL, 2017.

v Latent Intention Dialogue Models, Wen et al, ICML 2017.

v Conditional Generation and Snapshot Learning in Neural Dialogue
Systems, Wen et al, EMNLP, 2016.



Toolkit Navigation
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Part IV: Conclusion & Challenge



Conclusion & Challenge
06

® The three pillars of DL for NLG/NLP
® Distributed representation — Generalisation.
® Recurrent connection — Long-term Dependency.
® Conditional RNN - Flexibility/Creativity.

® The last one is the key to many interesting
applications in DL today.



Conclusion & Challenge
o

® Useful techniques in DL for NLG
® Learnable gates
® Attention mechanism

® Challenges for Deep NLG
® Generating longer/complex sentences.
® Generating coherent narratives.
® Employing latent syntactic structures?



Conclusion & Challenge
08 )

® DL offers flexible learning models for dialogue
® LSTM for response decoding.

CNN for language understanding.

MLP for any arbitrary input-output mappings.

Discrete latent variable as a latent policy.

© 0 06

® Dialogue MUST be grounded!

® Chatbot/Open-domain dialogue without grounding is a
FALSE proposition. Like ELIZA in 50 years ago.

® NDM & LIDM show a promising step forward.



Conclusion & Challenge
00y

® Challenges for End-to-End Dialogue Modeling

® From a produce development perspective
® How to gain access to in-domain dialogue corpora?
® How to scale systems across different domains?
® How to gain control over system behaviors?

® From an Al perspective
® What is the internal semantic representation?
® How to learn from conversational cues in interactions?
® How to acquire new knowledge?
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